
 Laboratorio de datos: web scraping y 
Procesamiento de Lenguaje Natural

Clase 8a. Transformers, LLMs y loros 
aleatorios
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Un ejemplo



● El modelo presentado hasta ahora no tiene memoria: los inputs se 

presentan de manera independiente y no se tiene en cuenta relación entre 

ellos.

● Cuando leemos texto, esto no es así. Procesamos las letras, las palabras y 

las oraciones teniendo en cuenta la información que leímos previamente. 

● Las Recurrent Neural Networks imitan esta lógica → primeros modelos de 

trabajo con texto. 

Un ejemplo



● Aprendizaje secuencial, tiene loop 

interno y va aprendiendo sobre lo 

que ya vio. 

○ Sigue un loop interno. En cada 

iteración considera el estado 

actual del input y lo introduce 

(hidden state) para obtener 

output. 

Un ejemplo - RNN



● Limitaciones

○ Es secuencial, loop que pasa de 

una etapa a la otra. 

○ No hay una paralelización del 

aprendizaje, o sea, no capturan 

relaciones globales en un texto.

Un ejemplo - RNN
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● Modelo paralelizable → puede procesar varias partes de una secuencia al mismo 

tiempo, lo que acelera considerablemente el entrenamiento y la inferencia.

● Capta las dependencias a largo plazo en el texto, lo que permite comprender mejor 

el contexto general y generar textos más coherentes.

● Utiliza mecanismos de self-attention.

Transformers 



Transformers 
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Transformers 
Tres mecanismos importantes

● Input/Output Embeddings

● Multi-head Attention

● Positional encoding



Abriendo la caja

http://jalammar.github.io/illustrated-transformer/ 

http://jalammar.github.io/illustrated-transformer/


http://jalammar.github.io/illustrated-transformer/ 

Abriendo la caja

http://jalammar.github.io/illustrated-transformer/


http://jalammar.github.io/illustrated-transformer/ 

Abriendo la caja

http://jalammar.github.io/illustrated-transformer/


http://jalammar.github.io/illustrated-transformer/ 

Word Embedding 
(d = hiperparámetro)
Se entrena con el modelo

Cada palabra “fluye” de 
forma paralela a través 
del encoder.

¿Cómo se recuperan las 
dependencias de 
palabras? => 
Self-Attention mechanism

Abriendo la caja

http://jalammar.github.io/illustrated-transformer/


http://jalammar.github.io/illustrated-transformer/ 

“El perro no jugó con el niño porque él tenía pulgas”

● ¿A quién remite el término “él”? ¿Al perro o al niño?
● Para nosotros es evidente, pero para un modelo no.
● Cuando el modelo procesa la palabra "él", la atención propia le permite 

asociarla con “perro”.
● A medida que el modelo procesa cada palabra (cada posición en la 

secuencia de entrada), self-attention le permite buscar otras posiciones en la 
secuencia de entrada en busca de pistas que puedan ayudar a codificar 
mejor esta palabra.

Self-attention

http://jalammar.github.io/illustrated-transformer/


● Cada input se asocia a tres vectores: 

○ Query (Q), Key (K) y Value (V). 

○ Los vectores surgen de multiplicar cada embedding de cada palabra por una matriz de 

pesos (WQ, WK y WV) que se aprenden durante el entrenamiento. 

● Se calculan las puntuaciones de similitud entre los vectores de Q y K. 

○ Indican cuánta atención debe prestarse a cada elemento de la secuencia al procesar el 

elemento actual.

● Suma ponderada: Las puntuaciones de atención se utilizan para calcular una suma 

ponderada de los vectores. Esta suma ponderada representa el contexto o la información 

de toda la secuencia de entrada relevante para el elemento actual.

Self-attention



Son producto del entrenamiento…Self-attention



● Atención multicabezal: La autoatención se aplica normalmente en paralelo varias 

veces con diferentes conjuntos de vectores Q, K y V aprendidos, creando múltiples 

"cabezas de atención". 

● Esto permite al modelo centrarse en diferentes aspectos de los datos de entrada y 

capturar varios tipos de relaciones.

Self-attention





http://jalammar.github.io/illustrated-transformer/ 

Positional encoding 

Nos falta algo: 
necesitamos poder 
identificar el orden o la 
posición de cada palabra 
en la secuencia de input.

Para esto, el modelo 
agrega un vector a cada 
uno de los embeddings 
de input

http://jalammar.github.io/illustrated-transformer/
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Positional encoding 

http://jalammar.github.io/illustrated-transformer/


https://medium.com/@lmpo/a-brief-history-of-lmms-from-transfo
rmers-2017-to-deepseek-r1-2025-dae75dd3f59a 

La evolución de los Transformers

https://medium.com/@lmpo/a-brief-history-of-lmms-from-transformers-2017-to-deepseek-r1-2025-dae75dd3f59a
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https://labelyourdata.com/articles/llm-model-size 

La evolución de los Transformers

https://labelyourdata.com/articles/llm-model-size
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La evolución de GPT
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La evolución de GPT
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Para qué NO vamos a usar un LLM



Loros aleatorios…



● Definición del problema
○ Formulación del problema 
○ Revisión bibliográfica

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas
○ Código de análisis (R, Python, etc.)

Loros y ciencias sociales



● Definición del problema
○ Formulación del problema 
○ Revisión bibliográfica

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos
○ Recolección de datos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas
○ Código de análisis (R, Python, etc.)

LLMs y proceso de investigación



● Definición del problema
○ Formulación del problema 
○ Revisión bibliográfica

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos
○ Recolección de datos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas o 
texto abierto

○ Código de análisis (R, Python, etc.)

LLMs y proceso de investigación



● Definición del problema
○ Formulación del problema 
○ Revisión bibliográfica

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos
○ Recolección de datos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas o 
texto abierto

○ Código de análisis (R, Python, etc.)

LLMs y proceso de investigación



LLMs y proceso de investigación



● Definición del problema
○ Formulación del problema 
○ Revisión bibliográfica

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos
○ Recolección de datos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas o 
texto abierto

○ Código de análisis (R, Python, etc.)

LLMs y proceso de investigación



https://docs.google.com/file/d/1E0o-0yc9xFTG6EfhfsSv3wOZHnR40_NW/preview






● Definición del problema
○ Formulación del problema
○ Revisión bibliográfica
○ Formulación de hipótesis

● Tareas vinculadas a la 
recolección de datos

○ Construcción de instrumentos
○ Recolección de datos

● Tareas específicas vinculadas al 
procesamiento de información

○ Exploración de texto / “Subrayado” 
de entrevistas

○ Codificación de preguntas abiertas
○ Código de análisis (R, Python, etc.)

LLMs y proceso de investigación



● Sesgo algorítmico

vs

● Fidelidad algorítmica

LLMs y proceso de investigación



● Fidelidad algorítmica
● Replicación de otro estudio
● “Muestreo de silicio”
● Generación de un dataset a 

partir de un perfil ideológico 
“prototípico”-

● Se le pidió a GPT3 que generara 
palabras describiendo a 
demócratas y republicanos

LLMs y proceso de investigación



● Automatización del proceso de 
investigación (casi) totalmente

● Uso de modelos causales 
estructurales (SCM), como un 
lenguaje para formular hipótesis, 
un plan para diseñar agentes 
basados en LLM y un esquema 
para el análisis de datos.

● El input del sistema es 
simplemente el paso 1: definir un 
escenario.

LLMs y proceso de investigación
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LLMs y proceso de investigación



● Experimentos simulados en 
cuatro escenarios sociales 
diferentes: 

○ una negociación
○ una audiencia de fianza
○ una entrevista de trabajo
○ una subasta. 

● El sistema puede generar y 
probar múltiples hipótesis, 
produciendo hallazgos 
consistentes con la teoría 
económica y los datos empíricos.

LLMs y proceso de investigación



Ok… todo muy lindo, pero ¿cuál es 
lado B? 



El lado oscuro de los LLMs

Alucinaciones

● Generación de contenido engañoso o sin sentido por parte de estos 
modelos.
○ Referencias falsas

■ 69% de las referencias que ChatGPT proporcionó para 
responder preguntas médicas eran fabricadas, pese a parecer 
reales (con autores y revistas creíbles) [link]

■ ChatGPT-3.5 inventó más de la mitad de las citas bibliográficas 
que generó (55% de un total de 222 obras citadas) [link]

■ GPT-4 aproximadamente 18% de las referencias resultaron 
falsas [link]

https://pubmed.ncbi.nlm.nih.gov/40206627/#:~:text=Results%3A%20%20ChatGPT%20provided%20responses,and%20a%20credible%20journal%20format
https://www.nature.com/articles/s41598-023-41032-5#:~:text=Of%20the%20222%20works%20cited,more%20likely%20to%20be%20real
https://www.nature.com/articles/s41598-023-41032-5#:~:text=Of%20the%20222%20works%20cited,more%20likely%20to%20be%20real


El lado oscuro de los LLMs

Alucinaciones

● Generación de contenido engañoso o sin sentido por parte 
de estos modelos.
○ Errores factuales o de detalle

■ ChatGPT-3.5 dio referencias reales pero con 43% 
presentando errores sustanciales (autores, títulos o 
datos bibliográficos incorrectos) [link]

https://www.nature.com/articles/s41598-023-41032-5#:~:text=Of%20the%20222%20works%20cited,more%20likely%20to%20be%20real






[link]

https://arxiv.org/pdf/2311.05232


[link]

https://arxiv.org/pdf/2311.05232


El lado oscuro de los LLMs

Sesgos en LLMs

● Tendencias sistemáticas e indeseadas en sus respuestas que favorecen 
o perjudican a ciertos grupos o ideas 



El lado oscuro de los LLMs

Sesgos de Género

● Hallazgo: LLMs asocian ocupaciones con 
estereotipos masculino/femenino.

● LLMs son 3–6 veces más propensos a asignar 
ocupaciones estereotípicas de género; 
proporcionan explicaciones inexactas que ocultan 
el sesgo. [link]

https://arxiv.org/abs/2308.14921?utm_source=chatgpt.com


El lado oscuro de los LLMs

Sesgos Raciales

● LLMs responden de forma distinta según la raza 
del paciente en contextos clínicos.

● Sugieren tratamientos de menor calidad cuando 
se menciona que el paciente es afroamericano 
[link]

https://www.nature.com/articles/s41746-025-01746-4


El lado oscuro de los LLMs

Sesgos Culturales

● Predominio de valores occidentales/anglosajones 
en salidas.

● GPT-4 tiende a alinearse con países anglófonos 
protestantes. [link]

https://arxiv.org/abs/2311.14096#:~:text=English,the%20output%20of%20generative%20AI


Sesgos Políticos / Ideológicos

● LLMs muestran inclinaciones ideológicas 
medibles.

● Modelos grandes = mayor polarización.
● Responden más fuerte a indicaciones de derecha 

autoritaria que a izquierda libertaria.
● Metodología: Political Compass + simulación de 

“personas” ideológicas. [link]

El lado oscuro de los LLMs

https://arxiv.org/abs/2508.16013v1


Sesgos Lingüísticos

● LLMs en español muestran hibridación con 
inglés.

● Predominio del español peninsular, menor 
atención a variantes latinoamericanas.

● Déficit de rendimiento en lenguas con pocos 
datos (guaraní, euskera, etc.). [link]

El lado oscuro de los LLMs

https://dialnet.unirioja.es/servlet/articulo?codigo=10013619


Sesgos Silicon Sampling (cosecha 
propia)

● LLMs parecen simular mejores 
respuestas para EEUU que para 
otros países…

El lado oscuro de los LLMs



● Opacos
● Muchos son cerrados y 

propietarios
● Otros no…
● Usos: no son útiles para 

cualquier cosa

El lado oscuro de los LLMs - Reproducibilidad

https://docs.google.com/file/d/1LcK_I4Dt4iQuOrCDZzUjET4eHRoqJiAc/preview

