
 Laboratorio de datos: web scraping y 
Procesamiento de Lenguaje Natural

Clase 6. Un acercamiento a los word 
embeddings



● “El significado deriva del uso de las palabras en el lenguaje” (Wittgenstein)

● Podemos captar el sentido de las palabras según su “compañía”

● Palabras cercanas tienen sentidos “cercanos”

● Ítems lingüísticos con distribuciones similares tienen significados similares” 

● Idea de co-ocurrencia => términos que ocurren juntos

Hipótesis distribucional
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Frecuencia del término

Palabras, bigramas, 
trigramas, lemas, solo la 

raíz de la palabra...

Fuente: https://github.com/gefero/ws_text_mining/blob/master/slides/04_pinto.pdf



● La matriz de 
documentos-términos 
suele tener muchos 
ceros

● Problema: se hace 
difícil medir la relación 
entre los distintos 
documentos o 
términos



“Sobre la mesa hay un florero con margaritas y jazmines”

“El vaso lleno de flores está apoyado sobre una mesada”

● Mismo sentido pero ninguna palabra en común
● Una solución ya la vimos: LDA, STM => detección de tópicos

● Otra solución: word embeddings



● Reducir la dimensión del vocabulario 
○ ~50.000 palabras a ~100 => representación no “esparsa” sino densa

● Flexibilizar supuestos de BoW: cada columna/término/dimensión es un 
término y se asume independencia 

● Hay interacción entre palabras => es esperable que la dimensionalidad sea 
menor 

● Lograr introducir una métrica de distancia para que palabras “cerca” en el 
nuevo espacio estén “cerca” semánticamente estén cerca.

Word embeddings => idea general



word2vec
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word2vec



Evaluación de embeddings
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● Similitud entre palabras y documentos
● Similitud entre palabras “target” y palabras de contexto al resultado

● Autocompletado
● Traducción automática
● Encontrar clusters de palabras con significados similares
● Buscar analogías entre palabras

● Modelo semántico del lenguaje para comparar con procesamiento del 
lenguaje hecho por humanos

Usos posibles
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● Arquitectura de embeddings / 
transformers como forma de generar 
representaciones comprimidas de 
trayectorias en múltiples dimensiones.

● Life2Vec
○ Dataset n~3.000.000 de habitantes

■ Historias laborales / ingresos
■ Historias migratorias
■ Historias de salud

● Tarea: predicción de fallecimiento
● Usan algo similar a lo que funciona por 

detrás de chatGPT

Aplicaciones en Ciencias Sociales - Trayectorias
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Aplicaciones en otras disciplinas



Aplicaciones en otras disciplinas



¿Cómo sucede la magia?



One hot encoding

● Eje Y = tiempo
● Eje X = vocabulario
● Celdas: 1 si la palabra 

aparece en ese 
“momento”; 0 si no 
aparece



Skip-gram

Cambia la unidad

Ahora el corpus es visto como 
un todo continuo…

No se ven los documentos por 
separado

Un parámetro importante: el 
tamaño de la ventana…

Otro metodo: CBOW (al revés)



Skip-gram



Skip-gram - Matriz de co-ocurrencias



Fuente: https://jalammar.github.io/illustrated-word2vec/
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Modelando con skipgram

Fuente: https://jalammar.github.io/illustrated-word2vec/



1) Buscar 
palabras

2) Calcular la 
predicción

3) Proyectar 
vocabulario 
salida
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Modelando con skipgram



1) Buscar 
palabras

2) Calcular la 
predicción

3) Proyectar 
vocabulario 
salida 
COSTOSO!

Modelando con skipgram => PROBLEMA
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Problema!
Todos 
ejemplos 
positivos…

OVERFITTING

Modelando con skipgram => PROBLEMA

Fuente: https://jalammar.github.io/illustrated-word2vec/
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La fórmula mágina de w2vec

Fuente: https://jalammar.github.io/illustrated-word2vec/



Regresión logística en forma de red neuronal



Redes neuronales (intuición)



Redes neuronales (intuición)

0.02

0.88

0.10
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Ahora sí… word2vec

Una “unidad” 
por palabra en 
el vocabulario 
=> One hot 
encoded

Este es el embedding. Es la 
representación de baja 
dimensionalidad de una palabra
1 x 3



Otros métodos para construir embeddings

● word2vec fue pionero (2013) pero 
hoy hay métodos mejores

● GloVe: trabaja directamente sobre 
la matriz de co-ocurrencias


